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ABSTRACT 
This paper presents the results of experimental analysis of 
a frequency adaptive controller ChAR-22 in the feedback 
loop aimed at achieving a desired tolerance level for the 
plant output. The plant has some unknown parameters; 
furthermore, an external disturbance affects the plant. A 
physical plant model (PPM) was used in the experiments 
as a real plant. The PPM is implemented as an electronic 
device. Putting the CHAR-22 controller in the feedback 
loop reduces the system output more than by a factor of 
ten as compared to the output of the open-loop system. 
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1. Introduction 
 
In adaptive control it may be extracted two directions that 
are differed by assumptions on external disturbance. In 
the framework of the first direction the external distur-
bance is absent [1] or it is a “white-noise” [2]. The direc-
tion has large history connected, in particular, with the 
model reference adaptive systems and the least squares 
techniques. The last survey of this direction is given in 
[3]. Since the early 80’s the second direction where dis-
turbance is unknown-but-bounded time function is being 
developed: method of the recurrent targeted inequalities 
[4], least squares estimation algorithm with dead zone [5], 
frequency adaptive control [6] and so on. In this paper, 
experimental results of the frequency adaptive control 
method are given. 
 An adaptive control algorithm proposed in paper [7] 
produces the controller that provides specified tolerance 
for the plant output. In paper [8] algorithms of testing 
signal self-tunings is presented. The controller ChAR-
21d, containing almost all of these algorithms, is de-
scribed in paper [9]. 
 In this paper the results of the experimental investiga-
tions with ChAR-22 are presented. The frequency adap-
tive controller ChAR-22 is represented as a code in the C 
language for IBM-compatible computers similarly to what 
was done for the ChAR-21d controller. Due to the spe-
cific identification algorithms exploited here (see [10]), 

the total time of the adaptation process in the ChAR-22 is 
decreased as compared to the one reported in [9]. 
 
 
2. A problem statement 
 
Consider a closed-loop system with the plant which is 
shown in Figure 1. The plant is described by following 
difference equation: 
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where y(i) is the plant output; u(i) is the control signal; f(i) 
is the external disturbance ( *)( fif ≤ , where  is 

specified); plant coefficients and  (

*f

jd jk 1−,0= nj ) are 
unknown values; n is known plant order; i is a sampling 
interval number during the total process (unless otherwise 
noted): 

K,2,1,0=i  
 
 Both analog-to-digital converter (ADC) reading the 
signal y(i) and digital-to-analog converter (DAC) generat-
ing the signal u(i) have their reference voltages. There-
fore, the following conditions for the plant output and 
input should be held during the adaptation process: 
 

_)( yiy ≤ ,  ._)( uiu ≤  (2) 
 
 The control signal is generated by the controller: 
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where v(i) is a test signal; r = [r0, …, rn-1] and g = [g0, …, 
gn-1] are the coefficients of a controller, which is accessi-
ble for reading/setting via any connector. 
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Figure 1. Block diagram of the closed-loop system 

 
 Thus, the source data for the ChAR-22 is: 
 
a) *y  – declared control precision; 

b) *f  – bound of the external disturbance; 
c) u_ and y_ – bounds on both input and output signals; 
d) n – plant order. 
 
 The problem is to adjust the parameters in (3) so that 
the precision requirement (i.e., purpose of the control) is 
satisfied: 
 

*)( yiy ≤ , (4) 
 
where  is specified. *y
 
 
3. Block diagram of ChAR-22 
 
The ChAR-22 is adapted to use on the IBM-compatible 
computer (PC) which allows the use of both ADC and 
DAC converters. The ChAR-22, as well as the ChAR-
21d, may be used also on another platform, such as DSP-
processors with advanced architectures. 
 Figure 2 shows the block diagram of the system with 
the applied ChAR-22. The plant has the following dis-
crete transfer function which consists of the plant coeffi-
cients (1): 
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Figure 2. Block diagram of the system with applied 

ChAR-22 

 The ChAR-22 consists of two blocks: an identifier 
and a synthesizer. The identifier performs an active iden-
tification of the plant. Due to the identifier the following 
estimation of the transfer function (5) is determined: 

f(t)
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where  and  (jk̂ jd̂ 1,0 −= nj ) are estimates of the plant 
coefficients. The estimation (6) is a source data for the 
synthesizer. The synthesizer determines the following 
discrete transfer function of the controller based on its 
coefficients in (3): 
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 After, the synthesizer tunes the controller with the 
given transfer function (7). 
 
3.1 Identifier 
 
Identifier applies the test signal v(t) to the closed-loop 
system and reads the plant output y(t) (via the ADC).  
 The test signal has the form of the poly-harmonic 
signal: 
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where ρ = [ρ1, …, ρn] is the vector of test amplitudes; ω = 
[ω1, …, ωn] is the vector of test frequencies; N is the num-
ber of samples in a test signal duration which is deter-
mined as: 
 

 
h

N bτ= , 

 
where τ is the testing signal duration which is determined 
as: 
 

l
b ω

πτ 2
= , 

 
where ωl is a lower bound of the test frequencies; a sam-
ple interval h = 0.001 by default, a number l is selected by 
a condition described below. 
 The lower bound ωl is determined in process of the 
“self-tuning of the lower frequency” [9]. 
 The test frequency vector ω is evaluated by means of 
the following formula: 
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where an upper bound ωu is evaluated by the following 
formula: 
 

≈==
.sec01.0

rad.28319.6
20
2

hu
πω 314 rad./sec. 

 
 The test amplitudes vector ρ is self-tuned by a condi-
tion that both conditions (2) are held for both plant input 
u(t) and plant output y(t). 
 The plant output is applied to Discrete Fourier Trans-
formation block (DFT) of the identifier. The DFT esti-
mates the frequency parameters of the plant output: 
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 First, the number l = 1. After, the estimations of the 
frequency parameters of the plant are computed by the 
following formulas: 
 

nk

eWj
j

eWj
j

hj
c

cl
k

cl
k

cl
k

cl
k

k

hj
c

cl
k

cl
k

cl
k

cl
k

k

,1

)()1(
Im

)()1(
Re

=

⎪
⎪

⎩

⎪
⎪

⎨

⎧

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−
+

=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−
+

=

ω

ω

βα
βα

β

βα
βα

α

))

)))

))
)

, (10) 

 
where WC(s) is already known or given with known coef-
ficients (3). Here j is imaginary unit. 
 Subsequently, the following 2n frequency equations 
set is solved: 
 

nkjjdjk kkkk ,1),  ˆˆ)((ˆ)(ˆ =+− βαωω . (11) 
 
 As shown, the source data for the solving are the fre-
quency parameters and the test frequencies. A result of 
the solving process is the estimated plant coefficients (6). 
Next, number l is being incremented; the test signal gen-
erator is applying its test signal to the system; the estima-
tions (9) and, subsequently, (10) are being determined, 
and after, the estimations (6) are being found by the solu-
tion (11). The following value is computed: 
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 Finally, the following condition is tested:  
 

gg l εδ ≤)( , 

where gε  is an accuracy of the plant coefficients (6) es-
timation, which is specified as: 
 

gε   = 0.05 (5%). 
 
If this condition hasn’t been held, the number l is incre-
mented and the test is repeated until a desired number  
will be found so that this condition holds. 

*
gδ

 
3.2 Synthesizer 
 
The synthesizer computes the controller coefficients so 
that the requirement (4) should be held. A synthesis algo-
rithm is based on LQ-optimization with the following 
functional: 
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where Nend is the number of samples in a considered dura-
tion; x(i) is vector of the state variables of the identified 
plant (6); ),1( ψε =ii  is a vector of relatively small coef-
ficients; Q is the following positive defined matrix: 
 

CqCQ T= , 
 
where  q is given by the following formula: 
 

.2*

2*
2

y
fq =  

 
 Here C is a row vector of the identified plant (6) writ-
ten in the state space form: 

 
DuCxy += . 

 
 
4. Experimental results 
 
This section describes the experimental results of ChAR-
22 algorithm. Along with the adaptation with the closed-
loop system identification, the open-loop plant (without 
the feedback) identification was also applied in order to 
show an efficiency of the closed-loop adaptation. There-
fore both controller and feedback are realized as the part 
of general code. The feedback might be open by the 
switch K (see Figure 3). 
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Figure 3. Block diagram of the used experimental setup 

 
 The experiment consisted of two stages. At the first 
stage of the experiment, the open-loop system was used 
(switch K was open and the transfer function of the con-
troller was tuned as WC = 1). At the second stage, since 
the discrete transfer function of the controller had been 
found, the controller was set by this transfer function. 
Also, at this stage, switch K was closed. 

 
4.1 Experimental equipment and conditions 
 
As shown in Figure 3, the setup consists of the IBM-
compatible computer, the expansion card named L-780 
(which contains both ADC and DAC) and the physical 
plant model (PPM). Both electrical schemes of the setup 
and the PPM are referenced in [9]. Figure 4 illustrates the 
used experimental setup. 
 

 
Figure 4. Experimental setup 

 
 The PPM is an electronic device which consists of 
some operational amplifiers so that it is described by 3-
order differential equation. A source of the external dis-
turbances is embedded within the PPM. A schematic cir-
cuit of the PPM is given in reference [9]. The PPM has 
the following continuous-time transfer function: 
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 The following values were used for the source data: 
 
a) *y  = 0.05; 

b) *f  = 1.7 Volts; 
c) u_ =  y_ = 5 Volts; 
d) n = 3. 
 
 Figure 5 shows the external disturbance  and the 
“native” plant output 

)(if
)(iy  (when no test signal is applied 

to the system) during the experiment. We observed the 
following value for the open-loop plant output: 
 

92.0max ≈
oly  Volts. 

 

 
Figure 5. External disturbance and “native” plant output 

 
4.2 Adaptation results for the open-loop plant 
 
The typical plant output during the adaptation process is 
shown in Figure 6. One can see the following maximum 
for the plant output: 
 

66.1)( ≤iyol  Volts, 

 
i.e., ymax is greater than   approximately by a factor 
of two. 

maxy

 

 
Figure 6. Plant output during the adaptation process 

 
 The adaptation process has given the following re-
sults. The controller coefficients (3) were synthesized 
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during approximately 190 sec. (the first part of this time is 
the self-tunings of the test signal – 115 sec., the other part 
is the identification time – 75 sec.). The discrete transfer 
function corresponding to the following continuous was 
found: 
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 Here a maximal error identification error equals 1.7% 
(compared to the required gε  = 5%). 
 The result discrete transfer function of the controller 
is: 
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 The output of the closed-loop system (closed by this 
controller) is shown in Figures 7 and 8. Comparing fig-
ures 5 and 8, one can see that error of the plant has been 
decreased approximately by a factor of eleven: 
 

08.0)( ≤iycl  Volts. 

 
 Also, the identification time has been reduced more 
than in 6 times. Thus, the closing of the plant by this con-
troller shows desired efficiency. 
 

 
Figure 7. Plant input and output of the closed-loop system 

under the external disturbance 
 

 
Figure 8. Disturbed plant output (zoomed in) 

 
 

4.3 Result of the plant identification which is within 
the closed-loop system 

 
The adaptation process took approximately 198 seconds 
(it is the pure identification time without any self-
tunings). As a result, the following plant coefficients have 
been identified: 
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 Here a maximal error identification error equals 9.1% 
(instead of the declared gε  = 5%). 
 
 
5. Conclusion 
 
The ChAR-22 is written using the new finite frequency 
identification algorithm, and LG-optimization method. 
The used finite-frequency identification algorithm can be 
found in [10]. 
 Using the ChAR-22 we could not achieve the de-
clared level of the tolerance (4) ( 08.0max =y  was 

achieved instead of the declared  = 0.05). The same 
result was obtained for the experiment described in [9] 
(

*y

0045.0max =y  was achieved instead of the declared  
= 0.0025). Hence this fact is not concerned with identifi-
cation algorithm. Thus the efficiency of the using of the 
finite-frequency identification algorithm, proposed in 
[10], is evident. 

*y

 The paper shows that the efficiency of the adaptation 
depends of the feedback presence. After the closing of the 
plant, the identification time increased in 2.5 times. Fur-
thermore, the identification error was in two times greater 
than declared. This fact could cause the significant error 
of the synthesis and, hence, the reduction of the effi-
ciency. Thus the using of the given finite-frequency algo-
rithm applying to the closed-loop system may cause the 
reduction of the frequency adaptive controller efficiency. 
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