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Abstract
Purpose

To present the results in the area of modern coemaitied control system design tools relating to
system identification.

Design/methodology/approach

The finite-frequency identification method was desd for the needs of active identification. The
test signal represents the sum of harmonics witbraatically tuned (self-tuned) amplitudes and
frequencies where the number of harmonics doesxused the state space dimension of the plant.
The self-tuning of amplitudes is carried out tasgtthose requirements on the bounds of the input
and output which hold true in the absence of asigsial.

Findings

In this paper the software implementation of fisftiequency identification method in the system
GAMMA is considered. GAMMA is the two-level computaided design (CAD) tool for
identification and controllers algorithms synthdsis linear plants.

Practical implications
The system GAMMA is the complete and really workgygtem.
Originality/value

The new structure of the CAD tool for engineersaldepers of control system is proposed and its
program implementation is described. The new var@rfinite-frequency identification method
with self-tuning of identification parameters (teginal and identification time) is considered.
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1. Introduction

At present, the control theory has at its dispasaimber of identification methods for plants
specified by linear differential equations. Convemnally, these methods fall into two categories
depending on the assumptions on the measuremens anmd exogenous disturbances affecting the
plant.

The methods of the first class deal with the plantgected to disturbances of the stochastic nature
i.e., random processes having known statisticatadteristics. These are various versions of the



method of least squares and the stochastic appatwimmethod; e.g., see well-known monographs
(Ljung, 1987).

The second class comprises the identification nusthander unknown-but-bounded disturbances
(whose statistical properties are not known) swehaadomized algorithms (Granichin and Polak,
2003) and finite-frequency identification, see (¥dadrov, 2005).

A somewhat specific position is occupied by the huodt of instrumental variables (Wong and
Polak, 1967). It is developed in the framework fué first class; however, in contrast to the other
methods in the class, it is applicable to the motsd of the second class so that it is reasonable to
consider it as a method of the second category.

The identification process can have passive owadirms. In thepassiveidentification, the
measured input of the plant has the meaning ofrdraoaction which depends on the control
objectives and is not related to identificationtteé plant. With such an input, identification might
not be possible; hencegtive identification is often practiced where, in additito control, the
measured input contains an extra component, alemdast signal aimed at identifying the plant.
The finite-frequency identification method was desd for the needs of active identification. The
test signal is represented by the sum of harmamittsautomatically tuned (self-tuned) amplitudes
and frequencies where the number of harmonics doegxceed the state space dimension of the
plant. The self-tuning of amplitudes is carried tmsatisfy those requirements on the bounds on the
input and output which hold true in the absence t&st signal.

The MATLAB-toolbox for finite-frequency identificain is described in (Alexandrov, Orlov etc,
2003). In this paper the software implementationttué method in the system GAMMA is
considered.

MATLAB (MATLAB, 2001) and GAMMA (Alexandrov, Isakowetc, 2005; Stepanov, 2000) are

oriented on different groups of users. MATALB idanded for the scientists primarily. These
specialists easily create the programs for salutibreal problems of their data domain using a
rich spectrum of m-functions. GAMMA is intended five engineers-developers of control system.
The purposes of this group and a small time fort@bisystem development eliminate a capability
of their participation in creation of the softwai@ the solution of their problem. Besides the
necessity of a profound knowledge of the theorycartrol also handicaps their work with the

MATLAB.

2. Finite-frequency identification
A completely controllable, asymptotically stablamiis described by the following equation:

dny(n) +...+ d1y+ y= kyu(y) +..+ k1U+ I‘<OU+ f’t Zto’ (1)

where y(t) is the measured outpus,t (i3 the input to be controlledy®, u’ (i=1n,j=1y)
are the derivatives of these functiorfst i6)unknown-but-bounded disturbance. The coeffisien
d, andk; (i=1n,j=0,) are some unknown numbers;and y are known, ang/ <n. .

The identification problems to find the estimatesii and 12,. (i=1n,j=0,)) of the plant
coefficients such that the identification errordssg the following relations:

d+d <e® k. +k <& i=1n j=0y @
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where ¢ and 5}‘ (i:ﬁ,j=ﬂ) are given numbers, and the symbel means:
a+b=la-b|/|b]if b£0 anda+b=| ptherwise.

Let us consider the finite-frequency identificati@echnique which gives a solution of this problem.
A set of 21 numbers

a, =Rew(j@,), B, =Imw(jeg) k=1n (3)

where
ks +...+k, (4)

w(s) =
) ds"+d " +..+1

is named thérequency domain parametdgSDP).

The FDP estimates are determined experimentallplasas: after the plant (1) is excited by the
test signal

u=> psing (t-t))t=t, ®)
k=1

where the amplitudep, (k =L_n) and the test frequencies, (k =],_n) are given positive numbers,
its output is fed to the Fourier filter, whose autigpgive the following FDP estimates:

. 2 "o (6)
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wherer is the filtering time and; >t is the initial instant for filtering.

In order to formulate the conditions on the coneerg of the FDP estimates (6) to the true FDP,
the following functions are introduced:

a2 _ (7)
Km=_= j y ©)sine, (t -t )dt,

tp+7

biny=_2 [y _ _T
12 (1) prt{ y(t)cosa, (t —t,)dt, (k=1n)
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where y(t) is the “natural” output of the plant when the t&ignal (5) is absenu(t) = 0).

A disturbance(t) is said to be strongly FF-filterable if, for tgven numbersd® and 67, there
exists filtering timer” such that

1@ o ®)
FAGH I



W) . s o vm -
|ﬂk(T*)|S5 ,(k=1n),7>71 .

Conditions (8) can be examined by experiment.

If the disturbancef(t) is strongly FF-filterable, then the filtering ers Aa, (7)=a, —a, ),
AB (1) =B, — B (1) (K =l_n) have the following propertiedim,__ Aa, (7) =lim,__ AL (1)= O
(k=1n).

The estimates of the plant coefficients are fousthgi the FDP estimates. In fact, the identity
_ ko)
wW(s) =——

aes) and the expressions (3) give the following systéitihe linear algebraic equations:
S

Ks) - (@, +1B)d(s) =a, + B, (k=1n), ©)
whered(s) =d (§-1=d " +..+ ds, Kg) = ks +.4Ky, S = jwi (k=1n).

If the plant (1) is completely controllable thenetisystem (9) has a unique solutiah,Kk;

(k=1n,j=1y) which does not depend on the choice of the frecjasn
w(@ #zw (i % j)w #0i=1n).

Substituting the FDP by their estimates, the folfmfrequency equationsf identification

K(S) = (@ + 1B)d(s) =&, + 1B, (k=1n) (10)
are obtained.

In order to examine requirements (2), the frequeechnique of model validation (Alexandrov,
1999) may be used. The described method of ideatitin is implemented in the system GAMMA
as the directive d123su.

In considered case the parameters of test sigrdilidemtification time are given numbers. In
(Alexandrov, 2005) the method of self-tuning of dbgparameters are described. The amplitudes
and the frequencies of the test signal are tunéahaatically during the identification process. The
time of identification is determined depending be turrent external disturbances and the noise.
The self-tuning of identification time is implemedtin the directive d123sdsu. The self-tuning of
amplitudes is carried out to satisfy the requiretmam the bounds of the input and output of the
plant which hold true in the absence of a testaighhis operation is executed by the directive
d123sursad.

3. System GAMMA features

Family of systems GAMMA was developed since 1970exandrov, Nebaluev and etc.,1975;

Alexandrov and Panin, 1997). To describe the featof GAMMA architecture let us introduce the

notion of group of the user of CAD tools:

1. The first group is the engineers-developers of rabregystem. Such specialist uses the CAD
tools for solution of different problems of cont®}stem design in concrete domain (aircraft,
power engineering and etc). He has the deep kngeled concrete plants and principles of
control system design. But it is possible he hasdeep knowledge of mathematical methods of



his problems solution. Besides the program impldatem of these methods is not his
employment duty. It is clear that the matrix syséelike MATLAB in some cases are not
convenient for such users because the users @& fystem should write the programs using the
set of elementary m-functions.

The second group is the scientists who use the Qédds for exploring and program
implementation of different methods of control gyst design (further such specialists are
referred as the researchers). The researcherti@amxperts in the control theory besides they
have some skills of programming.

The GAMMA system has been created as the CAD tmoéhgineers-developers of control system
primarily. So itis based on the following pripals:

1.
2.

3.

4.

The engineer need not develop the program forisolwif its problem.

The system must support the problem descriptionthén“natural” language. For the control
engineer it means that the interface of systemigesvthe input of initial data in the form of
matrixes, vectors, differential equations and €. the other hand it means that the system
allows to solve the design problems when the depignpose is described by the technical
indices (steady-state errors, the bounds of immalt output of the plant, the settling time and
etc).

The problem must be solved automatically withowrysarticipation.

The system must have the tools for its modernindtipa researcher.

Some of these principals were discussed in (Ales@ndsakov etc, 2005; Shumann, R., S. Kornera
and etc, 1996; Syska, 2002).

The main features of GAMMA is the sharing the fumas of different user-groups on the level of
the system interface. GAMMA is the two-level systehe first level (the engineers environment) is
the set of design procedures (we refer them adithetives) that provide the automatic solution of
design problems by an engineer-developers of coeystem. The second level (the researchers
environment) intends for development and moderimnahe software of first level by a researcher.
The principal scheme of GAMMA architecture is shawrkigure 1.

3.1 The engineers environment
The Engineers environmentsasis is a directive. The directive is the spegralyram that has the
following features:

— The directive solves the definite class of probleia design of control algorithm.

— The directive is complete self-documenting progsaroh that the non-expert user can use it
for solution of rather complicated design problem.

- The interfaces of all directives are unified.

— The directive consists of three parts: the interfaart , the calculation part, the operations of
input and output.

— The directive is the program written in languageSTRUMENT (it is described in next
subsection). The calculation part consists in rglbf calculation modules written in C and
functions written in INSTRUMENT.

All directives are subdivided into three classes:

— Synthesis (LQ-optimizationt ., - suboptimal control, controller synthesis under given
tolerance on steady-state errors and etc);

— ldentification (finite-frequency identification, édtification with selftuning of test signal,
identification with selftuning of identificationrtie and etc);

— Adaptive control.



In Engineers environment a user chooses the uieefriom the directives list; after a request of
computer, he enters in natural form the initialaddahe differential equations of plant, disturbance
boundaries, technical indices tolerances, etc peddence on class of problem. The dialog form for
initial data input is shown in Figure 2. Then aedtive is performed automatically (without user
participation). Analyzing the results he makes aisien on an acceptability of outcome. The
example of the report of directive executing iswshaon Figure 3.

3.2 The researchers environment
The researchers environmemtends for directives development. The main conepbts of
researchers environment are the modules libraryraatpreter of language INSTRUMENT.

The directives of GAMMA are developed with use obgram modules. Each module solves the
elementary problem of control theory (for exammlentrolability analysis, Fourier filter and etc.).
The researcher may use any high-level programnainguage for modules writing, but there are the
some rules that he must observe.

The modules librarystores the detailed description of the modulesndludes the modules ID,
modules name, inputs and outputs description andnsd his information is used by interpreter
during directive executing. The modules library teams about two hundred modules. It is divided
into some groups in according to the modules irgendansformation, analysis, synthesis,
identification, adaptive control, simulation andc.eThe window of the modules library with
description of the module is shown in Figure 4.

The problem-oriented language INSTRUMENT is used daectives implementation in the
GAMMA system. The interpreter of this languagethis part of GAMMA. Before INSTUMENT-1
had the limited set of operators: operators fouingnd output of data, operator for running of
calculation modules, conditional and unconditiopalbntrol transfer. So the calculation modules
were writing in C and PASCAL.

Now the possibilities of INSTUMENT are substaniyaihcreased. All standard operation were
added into the INSTRUMENT: loops, conditional, suiiines, operations with arrays and etc. As
the result the most of calculation modules are eviiot the INSTRUMENT now. Besides the
possibility for using modules written in the anathanguages (C or PASCAL or the other) is
maintained as in the previous version of INSTRUMENT

4. GAMMA software for finite-frequency identification

The software for finite-frequency identificationimplemented as the number of directives:
D123su -- the finite-frequency identification whehe amplitudes and the frequencies of
the test signal and the identification time areeginumbers;

D123sdsu -- the finite-frequency identificationtvself-tuning of identification time;
D123sursad -- the finite-frequency identificatiofith self-tuning of amplitudes of test
signal.

Let us describe the directive D123su.

4.1 The structure of the directive D123su
The directive has the following structure:
<D123su>=<interface><calculation part><results>
<calc. part>=<Cauchy>=<PMV1><ABtoFR><Analysis><FourSu><Freqd>.

The initial data of the directive:



« d,k,m - polynomials of the plant;

+ np - plant order;

« par — external disturbance parameters;

+ h— sampling time,

« om- test frequencies;

+ rho — amplitudes of the test frequencies;

+ Ptau - identification time (number of periods of thenmmal test frequency);

« Tfi - start time of filtration (number of periods dfet minimal test frequency);
+ x -initial conditions;

+ Tbegin - start time of simulation.

The results:
+ vdd - estimates of the denominator coefficients ofppfaat transfer function;
+ vkd - estimates of the numerator coefficients of tleptransfer function;

4.2 The modules of the directive D123su
The following modules were used in the directive:
Cauchyl —conversion of the plant model to the state space fo
Syntax: Cauchyfd,k,m][A,B,C,D],
whereA,B,C,D - the matrixes of the state space form;
PMV1 — computation of plant inputs and recalculatid test frequencies
Syntax: PMV1[om,rho,par,h,Ptau,np, TBegin][t,ul,u,om1],
wheret — time vectoru,ul — plant inputspm — new test frequencies.
ABtoFR — computation of matrix of discrete-time nebd
Syntax:ABtoFRJ[A, B, h][F, R],
whereF,R are the matrix of discrete-time model.
Analysis — plant simulation.
Syntax:Analysis[F,R,C,D,ul,t,x0][x,y],
wherey is the plant output.
FourSu— computation of the FDP estimates.

Syntax:
FourSuly,u,om1,rho,np,h,Ptau, Tfi][valf,vbet],

wherevalf,vbet — the estimates of the plant FDP.
Fregd — solution of the frequency equations of fifieation
Syntax:

Freqd[om,h,valf,vbet][vkd,vdd],
wherevdd andvkd are the estimates of coefficients of discrete-tmozlel of the plant.
5. Example
The following plant has been used to test the twred®123su:
02y + 124y + 524y +y=-04u+u+ f

Discrete-time transfer function of this plant undampling timen=0.2is

W(z) = 0.02062% + 0.0224z + 0.0192
2% -1.726(2% +1.036(z —0.289¢

(11)

The initial data of the directive:



- Polynomials of the planti(s)=0.2S’ +1.24< +5.24s+1,k(s)=-0.4s+1,m(s)=1.
« Plant ordemp=3;
« External disturbancd (t) = sign(sin( 2.1))

« Sampling timeh=0.2;

« Test signalu(t) = Q3sin0.2t + 3sin4t + 3sin6t ;
« Identification timePtau=3;

« Start time of filtrationTfi=1.

The following results were obtained:
+ FDP estimates:

& = [0.460051 - 0.0591760 0.02248(7 ; 3 =[-0.63288 0.0723600 0.053329Q.

- Identified discrete-time model of the plant:
-0.01922° + 0.0203z + 0.0218
2°® -1.70922% +1.000¢z - 0.271:

W(z2) = (12)

The coefficients of model (11) and (12) are sudiintly closed.

6. Conclusion and further work

In this paper the software implementation of fiffiequency identification method in the system
GAMMA is considered. GAMMA is the two-level CAD b for identification and controllers
algorithms synthesis for the linear plants.

Further work is related both with the improvemehthe frequency-identification technique and
GAMMA development. The further improvement ofifefrequency identification method allows
to decrease the identification time in case whenetkternal disturbances and noise are sufficiently
small and processes in the plant depends onliodraditions primarily.

The evolution of the GAMMA is performed in follongrdirections:

— The modernization of INSTRUMENT language. In paré we intend to change the
mechanism of calculation modules executing in orde decrease the time of directives
executing.

— The increasing of set of calculation modules ideorto make the GAMMA more universal
system.

— The implementation of methods for identification rtltivariable plant. The corresponding
method is developed in (Alexandrov, Orlov etc, 2003
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Figure 1 The architecture of GAMMA




/" Initial data

Save Load Clear Run

Palynaornial d -
[0z71.24 5241, Save | Load |
Falynomial k

[0.4:1; Save | Load |
Palynaormial m

1 Save | Load |

Test frequencies am

|0.2: 4: E: Save | Load |

Test ampitudes rtho

0.3:3:3 Save | Load |

Esternal dizturbance par

3:1:21.0 Save | Load |

Imitial condition

|0:0:0; Save | Load |

Sampling time h

0.2 Save | Load |

|dentification time Ptau

|3 Save | Load |

Flant order np

|3 Save | Load | =

Figure 2 The dialog form with initial data of ditee D123su
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Figure 3 The fragment of report of directive D12 &xecuting
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